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Cache <String, BigDecimal> currencyCache = getCurrencyCache();

final BigDecimal usdRate = getRate("USD");
currencyCache.put("USD", usdRate, 24, TimeUnit.HOURS);

//or a batch put..
final Map<String, BigDecima1> moreRates = getRates("GBP", "EU"™, "RON");
currencyCache.putAll(moreRates, 12, TimeUnit.HOURS);
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